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Machine learning has had a profound impact 
on other fields.

Other fields have had a profound impact on 
machine learning.



(Behavioral) Psychology

• Operant Conditioning: Learning process through which the 
strength of a behavior is modified by reward or punishment.

• “Control”: Learning a policy that maximizes the expected sum of rewards
• In psychology, operant conditioning is sometimes called instrumental 

conditioning.

• Classical Conditioning: Learning procedure in which a 
biologically potent stimulus (e.g., food) is paired with a previously 
neural stimulus (e.g., a bell).

• Not about learning how to get more reward
• “Prediction/Evaluation”: Learning a value function



Classical Conditioning (Example)

• In 1897, Ivan Pavlov found that 
dogs began to salivate when 
they observe cues that indicate 
they will be fed

• This is before they are shown food 
(unconditioned stimulus).

• Pavlov played a sound before 
feeding a dog.

• The dog began to salivate in 
response to this sound 
(conditioned stimulus).



Operant Conditioning (Example)

• In 1898 Edward Thorndike observed the behavior of cats in “puzzle 
boxes.”

Figure from 
“Thorndike’s 
Puzzle Boxes and 
the Origins of The 
Experimental 
Analysis of 
Behavior”  by Paul 
Chance, 1999.



Operant Conditioning (Example)

• In 1898 Edward Thorndike observed the behavior of cats in “puzzle 
boxes.”

• The cats had to follow a sequence of actions to escape from the box.
• Thorndike timed how long it took the cats to escape the puzzle box each 

time they were placed in it.

• Thorndike found that the time it took cats to escape tended to 
decrease from 300 seconds to ~6-7 seconds.

Excerpt from 
Sutton & Barto, 
second edition, 
quoting 
Thorndike.



Figure from 
“Thorndike’s 
Puzzle Boxes and 
the Origins of The 
Experimental 
Analysis of 
Behavior”  by Paul 
Chance, 1999. 
Reproduction of a 
hand-drawn figure 
from Thorndike’s 
original work.



Behaviorism

• John B. Watson is credited with founding behaviorism in a 1913 
paper “Psychology as the Behaviorist Views It”.

• B. F.  Skinner later expanded on Watson’s ideas with his own 
experiments on operant conditioning similar to Thorndike’s.

• Skinner coined the phrases operant conditioning and classical 
conditioning.

• Andy Barto made it clear that RL was inspired by this work in 
behaviorist psychology. Recall our definition of RL:



Neuroscience

• Animals and RL agents solve similar problems: learning, via trial-
and-error, how to maximize the amount of reward they receive.

• Neuroscience studies how this learning occurs in animals.
• RL studies the mathematical and algorithmic foundations of this 

type of learning.
• It would be surprising if there were not similarities between the 

algorithms that have been found to be effective in RL and the 
learning mechanisms created by evolution.



Neurotransmitters

• A neurotransmitter is a chemical 
that is transmitted between 
neurons.

• The presynaptic neuron is the 
neuron that releases the 
neurotransmitter.

• The postsynaptic neuron is the 
neuron that receives the 
neurotransmitter.



Dopamine

• There are at least 100 different neurotransmitters.
• Different neurotransmitters can play different roles in the brain (and the 

body).
• Dopamine (3,4-dihydroxyphenethylamine) is one such 

neurotransmitter.
• By the mid 1900s, neuroscientists knew that dopamine plays a role in 

learning and relates to rewards.
• E.g., Olds & Miller hypothesized that dopamine ≈ reward in 1954.
• Note: Dopamine can be found in several parts of your body, where it has 

different roles. For example, in your kidneys it helps to regulate blood flow and 
sodium excretion. This discussion is only about dopamine as a 
neurotransmitter.



The role of dopamine

• Discussions in the 1980s and 1990s between reinforcement 
learning researchers and neuroscientists resulted in hypotheses 
that dopamine may be the neural correlate of temporal difference 
error.

• The first strong evidence for this hypothesis was published by 
Shultz, Dayan, and Montague in Science



• Key insight: dopamine doesn’t encode rewards, it 
encodes reward prediction errors (RPEs).

• This is called the reward prediction error hypothesis 
for dopamine.

• The paper discusses how this relates to temporal 
difference error in RL.



Dopaminergic Neurons

• Neurons that excrete the neurotransmitter dopamine are called 
dopaminergic neurons.

• In humans, these neurons can be found in:
• Substantia Nigra pars Compacta (SNpc)

• Sends dopamine to parts of the striatum, which relates to motor and action 
planning, decision making, and motivation.

• Ventral Tegmental Area (VTA)
• Sends dopamine to the prefrontal cortex, which relates to planning, personality, and 

decision making.



Axonal arbor of a 
dopaminergic neuron
• Dopaminergic neurons 

have particularly large 
axonal arbors (sets of 
connections to other 
neurons).

• 100 to 1000 times more than 
typical neurons.

• Each dopaminergic neuron 
makes roughly 500,000 
connections.

• Dopamine appears to be 
“broadcast” to large 
portions of the brain, like 
TD-error in an actor-critic.

From SNpc of a rat’s brain, from 
Matsuda et. Al, 2009 (reproduced in 
Sutton & Barto’s second edition)





RPE hypothesis for dopamine

• The RPE hypothesis remains a hypothesis.
• Some studies suggest that the relationship only holds for positive TD 

errors [1,4].
• Others suggest that different dopaminergic neurons may encode positive and 

negative TD-errors [5]
• Researchers have questioned whether dopamine has a causal impact 

on behavior, but there is mounting evidence that it does [6].
• Some research suggests that dopamine corresponds to variants of TD-

error, like those from distributional RL [3].
• It is unclear how the relationship between dopamine and TD-error 

extends across the animal kingdom.
• There is mounting evidence that dopamine plays similar roles in mammals [7] 

and even flies (albeit with the sign reversed) [2].





RL & Neuroscience: Other Topics

• There is a wide range of other research at the intersection of RL 
and neuroscience.

• One example: reward devaluation studies.



After reward devaluation, 
will the rat stay at the start, 
or walk up to the cheese?

What does each option tell 
us about how the rat 
learns?



White = hit the lever before reward devaluation
Black = hit the lever after reward devaluation



White = hit the lever before reward devaluation
Black = hit the lever after reward devaluation

Note: More details and 
variants studied in the paper 
(e.g., multiple 
actions/outcomes).

Conclusion: Early learning 
appears to be model-based 
planning, which transitions 
to a model-free policy over 
time.



RL & Neuroscience: Other Topics

• Brains (probably) do not implement backpropagation!

𝑥𝑥𝑖𝑖 𝑓𝑓𝑤𝑤 𝑥𝑥𝑖𝑖
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Information

Information does not flow backwards 
down the axon!



RL & Neuroscience: Other Topics

• Brains (probably) do not implement backpropagation!
• Information does not flow backwards down the axon.
• Some computer scientists have tried to argue for alternate 

implementations of backpropagation (e.g., each neuron has a 
corresponding neuron that has the reverse connections and passes 
information backwards through the network).

• These hypotheses have not been well-received by the neuroscience community.

• Some ML research tries to study more biologically plausible ways 
of training parametric models.

• Spiking networks
• Coagent networks Each neuron (or group 

of neurons) can be 
viewed as an 
independent RL agent!



RL & Neuroscience: Other Topics

• Reinforcement learning has been used to model addiction 
(sometimes via the 𝛿𝛿𝑡𝑡  dopamine connection).

• There is an entire conference, Reinforcement Learning and 
Decision Making (RLDM) devoted to bringing RL researchers and 
neuroscientists together to learn from each other!



End
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